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Abstract—In this paper, we review past and current system
architectures displaying self-organization in the domain of man-
ufacturing. Based on a corpus of 84 reference papers, we find
that multi-agent systems (MAS) play a significant role in self-
organization, especially MAS featuring bio-inspired algorithms
for agent coordination. The emergence of new classes of Cyber-
Physical Systems (CPS) further strengthens the prevalence of
MAS on the subject. As outcome of our review, we devise the
MOSAIK model, a generic model synthesizing all system archi-
tectures found in our corpus. The MOSAIK model can be used
as a reference for formally comparing distinct architectures. We
also use it to identify gaps for future research on self-organizing
manufacturing systems. The model includes the central concepts
of Agent and Artifact, which suggest that the Web is an ade-
quate communication infrastructure for modern manufacturing
systems: Agents become (autonomous) Web Agents and Artifacts
become resources exposed by Web servers.

Index Terms—Self-Organization, Manufacturing, Industry 4.0,
Multi-Agent Systems

I. INTRODUCTION

Manufacturing systems always had to deal with contra-
dictory optimization criteria, such as maximizing production
throughput while minimizing energy consumption. Although
optimization over time (producing many small batches of
few product variants) or space (producing few large batches
of many product variants) can be individually solved in an
efficient way, favoring one dimension generally comes at the
expense of the other. Yet, the objective of recent research is
precisely to get the best of both worlds by building man-
ufacturing systems that are capable of optimally producing
many small batches of many product variants. This property
is referred to as mass customization [1]. In addition to being
capable of mass customization, manufacturing systems should
be predictable, in particular with respect to potential failures.
A high level of predictability in that respect would allow
for predictive maintenance [1]]. Yet again, prediction becomes
increasingly difficult when production lacks regularity, as is
induced by mass customization.

The hope that all these contradictory criteria may still
be combined into a single system has its roots in recent
advances in communication technologies. These allow for
Cyber-Physical Systems (CPS)—at the basis of most manufac-
turing processes—of much greater complexity than previously
considered [2]. Considering the high inherent complexity of
CPS, it is far from trivial to obtain a configuration which shows
the desired properties of mass customization and predictability.
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Cyber-physical manufacturing systems must thus show yet
another property (or quality) to fulfill their objective: self-
organization. There already exist several approaches for self-
organizing manufacturing systems [1], [3[|-[5], which largely
adopt techniques from the field of Multi-Agent Systems
(MAS). Yet, the most recent survey on the topic [6]] discusses
gaps in terms of missing technologies or industry standards
rather than in terms of research opportunities. In contrast, in
this paper, we introduce a formal model for the domain of
manufacturing, the MOSAIK model, to be used as a reference
for future research on self-organization in manufacturing.

The remainder of the paper is structured as follows: Sec.
summarizes a corpus of publications that are representative of
research on self-organizing manufacturing systems. In Sec.
we introduce MOSAIK, our domain model for manufacturing,
and then show in Sec. how this model covers our corpus
and how it suggests possible gaps for future research. Sec.
concludes the paper.

II. CORPUS SELECTION & CLASSIFICATION
A. Source Corpus

The model we aim to build is at the intersection of two
topics: self-organization and manufacturing. To identify rel-
evant publications, we performed a systematic review of a
corpus consisting of 196 journal papers exported from Web
of Science (an open-access publication database). The corpus
was obtained as a result of the plain query “self-organization
AND manufacturing”. This source corpus mixes research from
very different topics, such as the self-assembly of polymers or
swarm robotics. To refine the scope of our review, we assigned
one of the following high-level disciplines to all publications:
materials science, biology, ecology, applied physics, applied
mathematics, philosophy, industrial engineering, and computer
science. We then kept papers from the latter two disciplines
only, as they are the only ones in which self-organization is
controlled by software. The corpus we obtained after filtering
includes 67 source papers and 1,320 cited papers. There are 84
papers that are cited multiple times and form a dense citation
graph. We therefore selected these 84 papers as the reference
corpus for our review. The source corpus, along with the
filtering process, is documented online [7]. Next, we provide
a conceptual overview of the filtered reference corpus.

B. Filtered Corpus

The concept map depicted on Fig. [I| summarizes all con-
cepts we could identify in our corpus. This concept map
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was built by hierarchically grouping keywords automatically
extracted from the papers’ titles. Figure (1| only depicts the
resulting categories but not the extracted keywords, for space
reasons. Similarly, all citations in this section are to be inter-
preted as examples instead of exhaustive lists. We refer to the
online documentation of the corpus for the full classification
[7]].

The concept map can be read by following relationships,
starting from the topmost concept of system. That concept
has relationships to two further concepts: functionalities and
qualities. We start with the typical functionalities of a man-
ufacturing system in which self-organization has a role to
play (in order of importance): task scheduling [3|], shop floor
navigation [8]], and asset tracking [9], a recent functionality
that was made possible by the Internet of Things (IoT). Then,
we move on to the qualities that a manufacturing system
displays in relation to self-organization. Although flexible and
reconfigurable manufacturing systems appeared as early as
in the 1980s [10], not all such systems are self-organized.
Evolvable assembly systems, however, combine flexibility or
reconfigurability with self-organization [4], as do adaptive
manufacturing systems [11].

Reading the concept map further, we have several archi-
tectures that help realize self-organization. As mentioned in
Sec. |l the MAS architecture is the most important one in
that respect. A MAS in the context of manufacturing is
also often a holonic system, which can be understood as a
“recursive” MAS (agents being themselves multi-agent sub-
systems). Most papers in our corpus refer to PROSA [12] and
ADACOR [11] as baseline holonic manufacturing architec-
tures. We will provide more details on these approaches in
Sec. PROSA/ADACOR extensions include, in particular,
methods to create coalitions of agents and contract-based ne-
gotiation [13]. ADACOR has been later refined to ADACORZ,
accentuating the self-organizing property of the system [J5].
However, it is worth noting that the proposed approach,
consisting of applying bio-inspired interaction mechanisms
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Concept map for a corpus of publications on self-organizing manufacturing systems

between agents, had originally been introduced much earlier.
Under the name of biological manufacturing it was already
described in 1997, 18 years before ADACOR? [14]. With
the emergence of the Industry 4.0 paradigm in 2014, several
architectural concepts have gained importance in our corpus:
CPS [2], in the first place, but also the IoT [9] and Cloud
computing, in the form of the Service-Oriented Architecture
(SOA) [[15]. CPS design directly depends on IoT and SOA.
As these new topics emerge, MAS principles remain of
importance, e.g. under the name of Social Manufacturing [16].
As our corpus suggests, CPS, IoT and SOA do not replace
MAS research but rather amplify it.

To finish our overview of the concept map, we list concrete
approaches to implement a MAS in manufacturing: optimiza-
tion techniques, such as bio-inspired algorithms [1] or chaos
optimization [17], rule-based control (including fuzzy rules,
for agents to be capable of evolving) [18]], service composition
on SOA-based Cloud systems [17]], and deep learning [19].
Bio-inspired algorithms are by far the most frequent approach
in our corpus, especially those based on stigmergy. Stigmergy
is a type of indirect communication between agents that is
realized by leaving traces in the environment [20].

C. Latest Publications

Our corpus of 84 papers spans about two decades. Yet,
besides the emergence of CPS-related concepts induced by
Industry 4.0, we could not identify any conceptual break over
the whole period. PROSA and ADACOR remain the baseline
architectures for most approaches, with only subtle differences
between the two (see Sec. [[V). Because our source corpus
extracted from Web of Science is partial regarding most recent
publications, we further reviewed publications from 2018 or
later that relate to self-organization and manufacturing. We
also included publications relating to CPS and MAS from that
period, given the conclusions of the previous section.

The many publications that are still being published indicate
that self-organizing manufacturing systems is still an active
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research topic. However, the approaches seem to remain
within the frame of MAS with bio-inspired algorithms (to
control agents’ behavior or their interactions). Interestingly,
Web ontologies and similar knowledge representations, shared
across agents, play a greater role in these publications than
in our corpus [21]-[24], although the topic has always been
part of MAS design. This evolution may be explained by
the increasing availability of sensor data in a CPS, that
agents must exchange without losing contextual metadata.
Contextual reasoning is also the motivation for extending the
PROSA/ADACOR baseline with agents that are also capable
of interacting on the basis of assumptions, rather than directly
observable facts (model-based agents) [25]]. A similar attempt
had been made in 2017 with the CASOA architecture [26], but
even older studies with similar objectives can be found in our
corpus, where stigmergic interactions allow simpler agents to
exchange partial plans [20]. The main noticeable difference
over time between the various publications is scale (with
respect e.g. to the amount of exchanged data, the complexity
of industrial processes or the number of agents). As a result,
special care is given to scalability and energy efficiency issues
in recent work [27]-[29].

From reviewing our corpus, it appears that a common base-
line (MAS) architecture underlies most studies. This general
observation strongly suggests to formalize this baseline in an
axiomatic way. A formal model could then be used to compare
existing approaches, as well as to identify gaps that our corpus
may have left. This is the subject of the remainder of this

paper.

III. THE MOSAIK DOMAIN MODEL FOR
MANUFACTURING

We now introduce a generic domain model for self-
organizing systems in manufacturing: the MOSAIK domain
model (referring to a project entitled Methodik zur selbstorgan-
isierten Aggregation interaktiver Komponenten—Method for
the Self-Organized Aggregation of Interactive Components).
This model, summarized on Fig. E], shall include all domain
elements required to describe the systems, architectures, and
approaches that were exposed in Sec.[[l] In the following, we
first present the core domain elements of MOSAIK in more
detail and then introduce certain patterns that one can apply
to instantiate the model.

A. Core Domain Elements

Our domain model relies on a basic meta-model that in-
cludes four elements: classes, association relationships, in-
heritance relationships and composition relationships. The se-
mantics of these meta-elements follows the Unified Modeling
Language (UML) specification. Note that we use the word
‘entity’ as a synonym for ‘UML object’ in the following, so
as to avoid confusion with ‘the object of an action’.

We describe the MOSAIK model next, by means of defini-
tions.

Definition 1. An Agent is an entity that can perform Actions.
An Action is a temporal entity that induces changes on other

entities (not themselves Actions). An Action may change the
attributes of some entity, then called the object of the Action,
or it may result in the creation of a new entity. An Action may
also require some instrument, an entity that is not changed by
the Action, or other Agents, then called participants.

Our definition of Agent does not specify whether Agents
are humans or pure software agents, leaving room for human-
machine interaction.

Definition 2. Artifacts are physical entities that are located
somewhere on a Shop Floor. Artifacts are either Storage
Spaces, Transportation Devices, Workstations or Products.
Each of these entity types implies a specific involvement
in actions. A Product is an entity that can be carried by
Transportation Devices via Move Actions. A Product can also
be processed at some Workstation as the object of a Control
Action, which may result in a different Product (e.g. as the
effect of assembling two other Products). A Storage Space is
any other entity of interest on a Shop Floor.

In the literature, we find various terms for the artifacts we
list in our model: a Workstation may also be a ‘machine’
or a ‘workshop’; an intermediary Product is also called a
‘workpiece’. What is important however, is that any of these
terms denotes a specific instance of the corresponding class
and not a more general entity. The terminology we have
adopted in MOSAIK is derived from |schema.org. The
notion of Artifact comes from a well known MAS architecture:
Agents & Artifacts (A&A), which aims at separating agents
that have goals from purely reactive entities that belong
to the agents’ environment [30]. These reactive entities are
collectively referred to as ‘artifacts’ in the A&A architecture.
It is worth noting that Workstations or Transportation Devices,
when used as instruments by software Agents, must be cyber-
physical, that is, they must provide a digital interface to the
operating Agent.

On another level, there is no notion of ‘product order’ in
our model. However, an order may be seen as an interaction
between agents that leads to the creation of some Product (via
a Control Action) followed by its shipment (a Move Action).

Definition 3. A Manufacturing Process is a temporal entity
that encapsulates the steps to manufacture a given Product. It
is therefore composed of Move Actions and Control Actions.

Definition 4. Interact Actions, Update Actions and Check
Actions involve no Artifact. In an Interact Action, one agent
sends a message to one or several other Agents participating
in the interaction. Update Actions and Check Actions refer to
updating and actively retrieving digital information stored in
a collection of entities called a Dataset.

Agent interactions and operations on digital Datasets (which
can range from a large relational databases to a few bytes
of memory on a chip with radio-frequency identification—
RFID) are the domain elements that have been studied most
in academic research so far.

Next, we present a number of design patterns that can be
defined using the MOSAIK model.
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Fig. 2. The MOSAIK model for the manufacturing domain (top) and four specific instantiations of the MOSAIK model, defined as design patterns (bottom)
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B. Design Patterns

The MOSAIK domain model itself was designed to have
only few model elements. It includes less than 50 model
elements in total. However, when instantiating this model
for the various system configurations found in our corpus,
patterns could be identified. In the following, we introduce
some of these design patterns, i.e. instantiations of (parts of)
the MOSAIK model in specific arrangements that introduce
dependencies between entities. We introduce the following
design patterns, also depicted on Fig.

o Agent-Artifact Coupling
o Product Model Expertise
o Process Supervision

o Stigmergy

The most straightforward design pattern we could identify
is Agent-Artifact Coupling. This pattern consists in assigning
one Agent to one Artifact for the whole lifetime of a system. In
particular, an Agent may be responsible for managing a single
Workstation or Transportation Device, but other Artifacts may
as well be considered.

We refer to the second design pattern as Product Model
Expertise. It consists in exposing various Product models in a
Dataset (a catalog) and assigning one Agent to each Product
model. This Agent would then be capable of planning a partic-
ular Manufacturing Process given Product model requirements
and available Workstations on a Shop Floor.

The next design pattern, Process Supervision, relates to a
specific Manufacturing Process. Such a process starts with
placing an order and results in a final Product to be shipped.
The simplest way to guarantee continuity across all steps in
the process is to assign one Agent to the whole process. This
Agent ensures process steps are executed in the right order
while delegating the particulars of each step to specialized
Agents. Alternatively, for more complex processes, a coalition
of Agents may instead be formed, such that Agents collaborate
in an unsupervised way with each other, but not with other
Agents, to execute the process. A Process Supervision Agent
may rely on a Product Model Agent to plan process execution
in an optimal way.

The last design pattern we identified, mostly used in bio-
inspired approaches, is Stigmergy. Direct interactions (i.e.
one or more Interact Actions) are replaced by sequences of
updating and checking information in a Dataset. This form
of interaction is a computationally efficient substitute for
Agent negotiation. It is also possible to implement “physical”
stigmergy, where the state of Artifacts themselves are updated
and checked, but none of the reviewed publications explicitly
mentions this possibility.

IV. EVALUATION OF THE MOSAIK MODEL

To evaluate the MOSAIK domain model, two aspects must
be considered. First, to show that no model element is missing
to fully capture domain knowledge (in other words, that
MOSAIK is sufficient), one must ensure that all systems
described in our corpus can be properly instantiated. To that
end, it is enough to map all concepts shown on Fig. || to
MOSAIK model elements or to the design patterns introduced

in the previous section. Second, one must show that none of
the MOSAIK model elements are superfluous (that is, that
MOSAIK is necessary). Once concepts are mapped to MO-
SAIK, it is straightforward to verify that all model elements
are indeed used at least once.

In the following, we go once again through the concepts
of Fig. [T] and detail how each concept maps to the MOSAIK
domain model, thus showing that MOSAIK is necessary and
sufficient for the manufacturing domain. Then, given that our
corpus does not cover all possible instantiations of MOSAIK,
we identify research opportunities through novel design pat-
terns for self-organizing systems.

A. Mapping to Concepts in the Corpus

The two main functionalities sought in a manufacturing
system respectively refer to optimally ordering Control Ac-
tions or full Manufacturing Processes (task scheduling) and
to ordering Move Actions (shop floor navigation). The other
functionality mentioned in our review, asset tracking, refers
to the property of all Artifacts to be cyber-physical, including
e.g. Storage Spaces, by providing a digital interface to Agents.
Note, however, that the communication network of a system
is not captured in MOSAIK, given that communication is
transparent to Agents.

The quality of manufacturing systems we are most con-
cerned with in this paper is self-organization. The A&A
architecture featured in MOSAIK provides us with a clean
formulation for self-organization.

Definition S. Self-organization is the ability of a single set
of Agents to operate on a broad range of configurations of
Artifacts and according to a global objective. A configuration,
in this context, is a given set of Artifacts at given locations.

The above statement defines self-organization only with
respect to Agents. Indeed, Artifacts being reactive compo-
nents, they may not evolve or adapt by themselves. However,
Artifacts may appear on a Shop Floor (e.g. when modifying
its layout) or disappear from it (e.g. if defective), hence
the importance of self-organization. The Agents’ objective is
mostly dictated by product orders received by the factory,
which can be captured in MOSAIK as a Dataset (an order
book).

To be able to properly map the various architectures that we
reviewed, we refer to the MOSAIK design patterns. Indeed,
all patterns but Stigmergy capture the commonalities between
PROSA and ADACOR. As mentioned in Sec. PROSA
and ADACOR share many characteristics. Particularly, both
approaches include ‘product holons’, which translate to Agents
implementing the Product Model Expertise design pattern in
MOSAIK. While PROSA specifies ‘resource holons’ and ‘or-
der holons’, ADACOR redefines them as ‘operational holons’
and ‘task holons’. In both cases, these are special instances
of the Agent-Artifact Coupling design pattern and the Pro-
cess Supervision design pattern, respectively. The definitions
of holons in these architectures mostly differ in the fourth
kind they each define: PROSA defines ‘staff holons’, which
can be seen as generic helpers that may interact with other
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holons, while ADACOR defines ‘supervision holons’, which
are responsible for monitoring global patterns in the factory.
Both kinds of holons correspond to Agents that perform only
Interact Actions. Besides PROSA and ADACOR, the most
common patterns across our corpus are Agent-Artifact Cou-
pling [2], [4], [15], [21], [22], [24], [26], [27] and Process Su-
pervision (in which the Agent is often called ‘product agent’)
[4], 115], [22]], [25]-[27]]. The last design pattern, Stigmergy,
captures the specificity of biological manufacturing. Exchange
in social manufacturing and coalition formation among agents,
the remaining MAS-related concepts of Fig. [T} both translate
to Interact Actions in MOSAIK. The other concepts from
the architecture branch imply greater numbers of Datasets in
MOSAIK instances. We will come back to this aspect in the
next section.

The last part of the concept map, on specific approaches, is
only partially covered by MOSAIK for the following reason:
as a domain model, MOSAIK aims at providing a synthetic
view on a given system instance, as opposed to providing
an exhaustive account of all its components. We therefore
decided not to include a model of agent behaviors in MOSAIK,
in order for instantiation to remain simple. In other words,
MOSAIK only provides an observer’s view on a system
instance, which should, however, be enough to recognize qual-
ities such as self-organization. As a consequence, approaches
that refer to the specification of individual agent behaviors
(rule-based control, deep learning, service composition and
some optimization techniques) are not part of MOSAIK. Other
approaches (ant colony optimization and swarm intelligence)
are included through the Stigmergy design pattern.

B. Research Opportunities

Given our definition of self-organization in MOSAIK terms
(Def. [3), it is clear that the capabilities of Agents depend on
those of the Artifacts they control. Yet, research on designing
Artifacts goes beyond the scope of this paper, limited to self-
organization and thus, to Agents. We identified 3 novel design
patterns that are potentially of interest with respect to Agents.

First, when considering a higher level of independence of
Agents towards Artifacts, the problem of atfention emerges.
Indeed, to detect changes on the Shop Floor, e.g. the delivery
of spare parts (new Products), Agents must not only focus on
what they act on but also “look around” and adapt their atten-
tion span accordingly. This pattern can be broadly formulated
as defining an artificial perception range for Agents, such that
Agents only act on those Artifacts within range.

Second, an issue that is rarely considered in our corpus is
the problem of limited data access. Most CPS, IoT and SOA
architectures from our corpus feature a global and constant
access to Datasets on Cloud platforms (even RFID readings,
which are forwarded to gateways). However, it is unlikely that
all data required by Agents will eventually reach the Cloud
in real-world systems, for scalability reasons. The notion
of location- and time-dependent Datasets must therefore be
integrated to future manufacturing systems, i.e. Datasets for
which Update Actions and Check Actions are only possible
in certain Artifact configurations.

Last, what could be the highest level of self-organization
is to let design patterns emerge from a collection of generic
Agents under reinforcement learning. Agents are indeed the
most versatile if patterns such as Agent-Artifact Coupling,
Product Model Expertise or Process Supervision are not hard-
coded in an Agent’s behavior specification but if they instead
result from interacting with Artifacts and learning using feed-
back loops. While such an approach is likely not to be feasible
on physical Artifacts, advanced Artifact simulations may help
reach such a level of self-organization. The pattern involved
here consists in instantiating a system with identical Agents
of the most abstract type in its initial state.

The publications we reviewed from 2018 or later include
a promising idea to address all three challenges, consisting
in using the architecture of the Web to separate Agents from
Artifacts [24]. The latter are mirrored on the Web by Web
servers, exposing a symbolic representation of the physical
world to (Web) Agents. The perception of Agents may be
constrained by following a subset of the hyperlinks exposed
by Artifacts; Artifact configurations themselves dictacte what
hyperlinks Artifacts should expose to Agents, turning the
problem of availability of Datasets into a reachability prob-
lem; generic Agents may learn new capabilities at runtime,
by retrieving Web ontologies referenced by Artifacts. This
architectural principle, also called the Web of Things (WoT)
[31], [32]], may therefore be an interesting baseline to improve
self-organization in future manufacturing systems.

V. CONCLUSION

After reviewing a selected corpus on self-organization in
manufacturing, we could summarize past research in the field
with few concepts, as our concept map illustrates (Fig [I). In
turn, all publications under review could be seen as instances
of a single model for self-organizing manufacturing systems
that includes no more than 50 model elements. This model, the
MOSAIK model, is the main outcome of our review (Fig. EI)
The classes of Agent and Artifact are the central elements of
the model.

What our review further highlights is recurring patterns
across our corpus of publications that can be defined as
MOSAIK design patterns. In this review, we introduced four:
Agent-Artifact Coupling, Product Model Expertise, Process
Supervision and Stigmergy. Three of these four design patterns
show the dependency of an Agent to some Artifact. The last
one, Stigmergy, shows a dependency between two or more
Agents.

The distinction between an Agent space and an Artifact
space in MOSAIK suggests a definition of self-organization
as the ability of a single set of Agents of operating on a broad
range of Artifact configurations, that may change because of
machine failures, order modifications or changes in stock. The
versatility of Agents with respect to Artifacts—the condition
to their self-organization—suggests new system architectures
for self-organizing systems, in particular architectures based
on the Web.
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